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Dynamic properties of the segmentation clock mediated by microRNA
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Abstract: Somites are embryonic precursors that give rise to the axial skeleton and skeletal muscles and form the segmental vertebrate body plan. Somitogenesis is controlled by the “segmentation clock”, which contains multiple oscillator genes that must be tightly regulated at both the transcriptional and post-transcriptional levels for proper clock function. However, how the segmentation clock governs the formation of the somites at post-transcriptional level, remains unclear. In this work, we develop an integrated model with three modules for the segmentation clock and explore the mechanism for somite segmentation based on the dynamics of the network. By numerical simulations, we find that the amplitude and period of the somite segmentation clock are sensitive to Notch activity, which is fine-tuned by Lunatic fringe (Lfng) and microRNA (miRNA), and Lfng and miRNA are essential for forming the proper segmentation during somitogenesis. Moreover, miRNA is found to have a crucial role in minimizing the fluctuation period and amplitude to maintain coherent oscillation. Introduction of stochasticity in the model enables us to explain the available experimental data with dampening of oscillations. These findings uncover a fresh mechanism for regulation of the segmentation clock at a post-transcriptional level and provide important insights into how the relatively subtle effects of miRNAs on target genes can have broad effects in developmental situations that have critical requirements for tight posttranscriptional regulation.
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Introduction

Somitogenesis is a developmental process during which the cohorts of cells, also named as somites, are generated in a rhythmic fashion from the mesenchymal presomitic mesoderm (PSM) [1]. As the embryo elongates in the posterior direction and adds new cells to the posterior PSM, a posteriorly moving wavefront of differentiation is observed traversing the anterior-posterior (AP) axis of the vertebrate embryo [2]. During somitogenesis, the expression level of numerous genes oscillate in the PSM as part of a segmentation clock [3], during which the clock oscillation rate attains its maximum value in the posterior PSM and decreases anteriorly along the AP axis, thereby controls the timing of somite formation.

In vertebrate such as zebrafish and chicken, the Delta-Notch signaling, which is an evolutionary conserved signaling pathway, has been demonstrated to play a critical role in the coordination of patterning in the posterior PSM [4, 5]. The canonical Delta-Notch signaling is a receptor-ligand binding interaction in which the Delta ligand binding to the extracellular domain of Notch receptor of a neighboring cell triggers proteolytic cleavage and release of the Notch intracellular domain (NICD), which enters the cell nucleus to initiate the transcription of target genes [6]. Up to now, multiple oscillating Notch target genes have been identified and many possible feedback loops have been proposed (see reviews in [7]). The Notch target c-hairy-1 (a chicken homologue of mouse Hes1) was found oscillated in the PSM as part of a
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A key oscillatory gene is *Lunatic fringe* (*Lfng*) that encodes a glycosyltransferase to inhibit the Notch signaling [9]. Interestingly, the Hes1 protein forms a dimer that can inhibit its own and others’ (e.g. *Lfng*) transcription. Then, gene transcription decreases and so does the protein product as a result. In these feedback loops, the lengths of delays imposed by transcription rate and translational efficiency, as well as the half-lives of transcripts and proteins are critical for the maintenance of stable oscillations. During the vertebrate segmentation, both the *Lfng* transcript levels and *Lfng* protein levels oscillate with a period that matches the rate of somite formation (120 min in the mouse, 90 min in the chick) [10, 11].

Previous studies show that the loss of *Lfng* in mice leads to severe skeletal abnormalities and its mutants result in defects in somite segmentation and rostral-caudal somite patterning [12, 13]. The constitutive expression of *Lfng* in mice [14] and the overexpression of *Lfng* in chick [10] have similar somite and skeletal phenotypes, indicating that the nonoscillatory *Lfng* activity perturbs somite formation and patterning. This is presumably because of perturbing the oscillatory nature of the endogenous gene expression. These results imply that the control of *Lfng* mRNA and protein is tightly associated with proper segmentation clock function.

Recent evidence indicates that the cyclic *Lfng* expression is also regulated at post-transcriptional level by miRNA. For example, mir-125a-5p can bind to evolutionarily conserved sequences in the *Lfng* 3' untranslated region (UTR) for repression by translation inhibition, and/or mRNA deadenylation and decay [15]. Notably, blocking interactions between them in vivo results in abnormal segmentation and perturbs clock activity. Therefore, regulation of *Lfng* by miRNA is essential for proper segmentation during chick somitogenesis. However, the underlying mechanism remains elusive.

Although several models of the segmentation clock in other animals have been developed [7, 16-18], they are almost all deterministic. However, the copy number of the molecules involved in the system is supposed to be small. In contrast, the stochasticity (molecular noise) may cause physiological heterogeneity in populations of (isogenic) cells. Therefore, the main purpose of this work is to address the following two problems: (1) how does miRNA regulate the dynamics of the clock? (2) what is the behavior of the clock in somitogenesis by introducing noise? By developing a mathematic model of the segmentation clock including post-transcriptional regulation in aves, we investigate the effect of the miRNA and the stochastic fluctuations on the clock behavior (such as the distribution of fluctuation period and amplitude), the discrepancy between continuous deterministic model and the discrete stochastic model, and their relationships with experimental data.

**Model and methods**

The model, schematized in Figure 1, describes the regulatory interactions between the products of the Notch, c-hairy-1, *Lfng* and miRNA genes. This integrative model is composed of three modules: Notch-*Lfng* feedback control module, a c-hairy-1 autoregulation module, and a miRNA-mediated tuner module.

**Kinetic equations for oscillations in Notch-*Lfng* feedback control module**

In this module, several processes are incorporated: the activation of the Notch protein (N) by
c-hairy-1 gene is an avian homolog of the Hes repressor genes, which plays an important role in the development of chick PSM. In mammals, all Hes protein factors contain a conserved basic helix loop helix (bHLH) domain for dimerization that binds to the E box of the corresponding promoter and thereby represses transcription. Thus, Hes factors display a dominant-negative effect on its own gene expression. By analogy with Hes gene, we suppose that c-hairy-1 has a similar half-life time and also posits a negative feedback loop. Hence, in this module, we incorporated the models by following processes: the activation of c-hairy-1 gene transcription by NICD, the translation of c-hairy-1 mRNA (Cm) to c-hairy-1 protein (Cp), the formation, and dissociation of c-hairy-1 protein dimer. The time evolution of these variables is governed by the following kinetic equations:

$$\frac{dN}{dt} = k_6 \cdot [N] \cdot \frac{k_7}{k_8 + [Lp]} \cdot d \cdot [N]$$ (1)

$$\frac{dNi}{dt} = k_6 \cdot [N] \cdot \frac{k_7}{k_8 + [Lp]} \cdot d \cdot [Ni]$$ (2)

$$\frac{dCm}{dt} = \frac{k_9 \cdot [Ni]}{k_10 + [C2p]} \cdot \frac{d_{Cm}}{dt} + \frac{k_11 \cdot [Lm]}{k_12 + [Lm]} \cdot d \cdot [Cm]$$ (3)

$$\frac{dLp}{dt} = k_6 \cdot [Lm] \cdot d \cdot [Lp]$$ (4)

Kinetic equations for oscillations in a c-hairy-1 autoregulation module

c-hairy-1 gene is an avian homolog of the Hes repressor genes, which plays an important role in the development of chick PSM. In mammals, all Hes protein factors contain a conserved basic helix loop helix (bHLH) domain for dimerization that binds to the E box of the corresponding promoter and thereby represses transcription. Thus, Hes factors display a dominant-negative effect on its own gene expression. By analogy with Hes gene, we suppose that c-hairy-1 has a similar half-life time and also posits a negative feedback loop. Hence, in this module, we incorporated the models by following processes: the activation of c-hairy-1 gene transcription by NICD, the translation of c-hairy-1 mRNA (Cm) to c-hairy-1 protein (Cp), the formation, and dissociation of c-hairy-1 protein dimer. The time evolution of these variables is governed by the following kinetic equations:

$$\frac{dCm}{dt} = \frac{k_9 \cdot [Ni]}{k_{10} + [C2p]} \cdot \frac{d_{Cm}}{dt} + \frac{k_{11} \cdot [Lm]}{k_{12} + [Lm]} \cdot d \cdot [Cm]$$ (5)

$$\frac{dCp}{dt} = k_7 \cdot [Cm] \cdot d \cdot [Cp] + k_8 \cdot [C2p]$$ (6)

$$\frac{dC2p}{dt} = k_7 \cdot [Cp] \cdot d \cdot [C2p]$$ (7)

Kinetic equations for oscillations in a miRNA-mediated tuner module

This module involves miRNA gene transcription and RNA induced silencing complex (RISC) formation. Their kinetic equations are depicted as follows:

**Table 1. Parameter values used for the models**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>Fixed rate of Notch synthesis</td>
<td>1.5 (nM·min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$k_2$</td>
<td>First-order rate constant for Notch cleavage into NICD upon Delta binding</td>
<td>3.45 (nM$^4$·min$^{-1}$)</td>
<td>[16]</td>
</tr>
<tr>
<td>$k_3$</td>
<td>Maximum rate of c-hairy-1 gene transcription</td>
<td>2.5 (nM$^4$·min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$k_4$</td>
<td>First-order rate constant for c-hairy-1 protein synthesis</td>
<td>4.5 (min$^{-1}$)</td>
<td>[20]</td>
</tr>
<tr>
<td>$k_5$</td>
<td>Threshold constant for activation of c-hairy-1 gene transcription by nuclear NICD</td>
<td>15 (nM)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$k_6$</td>
<td>Maximum rate of Lfng gene transcription</td>
<td>1.5 (nM$^4$·min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$k_7$</td>
<td>First-order rate constant for activation of Lfng gene transcription by nuclear NICD</td>
<td>10 (nM)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$k_8$</td>
<td>First-order rate for Lfng protein synthesis</td>
<td>0.3 (min$^{-1}$)</td>
<td>[16]</td>
</tr>
<tr>
<td>$k_9$</td>
<td>Threshold constant for inhibition of Notch cleavage into NICD by Lfng protein</td>
<td>0.5 (nM)</td>
<td>[16]</td>
</tr>
<tr>
<td>$k_{10}$</td>
<td>Fixed rate of miRNA synthesis</td>
<td>0.4 (nM·min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$k_{11}$</td>
<td>Rate for RISC formation</td>
<td>1 (nM$^4$·min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$k_{12}$</td>
<td>Association constant for c-hairy-1 protein</td>
<td>1 (nM$^4$)</td>
<td>[21]</td>
</tr>
<tr>
<td>$k_{13}$</td>
<td>Dissociation constant for c-hairy-1 dimer</td>
<td>4 (min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$d_1$</td>
<td>First-order rate of Notch degradation</td>
<td>2.82 (min$^{-1}$)</td>
<td>[16]</td>
</tr>
<tr>
<td>$d_2$</td>
<td>First-order rate of NICD degradation</td>
<td>0.06 (min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$d_3$</td>
<td>First-order rate of c-hairy-1 mRNA degradation</td>
<td>0.029 (min$^{-1}$)</td>
<td>[8]</td>
</tr>
<tr>
<td>$d_4$</td>
<td>First-order rate of c-hairy-1 protein degradation</td>
<td>0.0315 (min$^{-1}$)</td>
<td>[8]</td>
</tr>
<tr>
<td>$d_5$</td>
<td>First-order rate of Lfng mRNA degradation</td>
<td>0.03 (min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$d_6$</td>
<td>First-order rate of Lfng protein degradation</td>
<td>0.09 (min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$d_7$</td>
<td>First-order rate of miRNA degradation</td>
<td>0.3 (min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$d_8$</td>
<td>First-order rate of RISC degradation</td>
<td>0.1 (nM$^4$·min$^{-1}$)</td>
<td>evaluated</td>
</tr>
<tr>
<td>$m, n, j$</td>
<td>Hill coefficient</td>
<td>2</td>
<td>[16]</td>
</tr>
</tbody>
</table>
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\[
\frac{d[m_{miR}]}{dt} = k_{i_1} \cdot m_{miR} \cdot L_n
\]
\[
\frac{d[R_{ISC}]}{dt} = k_i \cdot m_{miR} \cdot L_m \cdot a \cdot R_{ISC}
\]

All parameters used in these equations are listed in Table 1 and the ordinary differential equations (ODEs) were numerically solved by the Runge-Kutta method. To study the stochastic behavior of the system, we analyze our model of the clock by performing discrete stochastic simulations (using Gillespie’s [19] algorithm) in which stochasticity emerges through the randomized behavior defined by the reaction propensity functions.

**Period and amplitude of clock identification and computation of their fluctuations (noise)**

We use the classic notions of period and amplitude to characterize the oscillatory behavior of the system. First, we introduce the most commonly adopted definitions of peak and trough.

Peak is the highest value obtained by the variable in one oscillation; Trough is the lowest value obtained by the variable in one oscillation. Then, period and amplitude are defined respectively as “peak-to-peak time difference between two cycles” and “difference between peak and trough values”.

Although the concepts of period and amplitude are basic, several issues often make their measurement tricky by wet experiments. For examples, experimental data are generally very noisy due to differences in the observed cells/organisms, random variations due to system stochasticity, and experimental errors. Moreover, they often suffer limited days of observation because of the high costs and/or technique limitations. Thus an alternative method is in silico simulations, which introduce stochasticity in the system and can be repeated many times at low costs. It should be pointed out that the stochastic variations could be so high that these measurements can be problematic. We modify a simple method from Guerriero et al [22] to identify peaks and troughs in noisy data.

The noise (fluctuation) strength for period \((\eta_p)\) and amplitude \((\eta_a)\) of the oscillation are quantified as the standard deviations of the distributions of period and amplitude divided by their mean values, respectively.

---

Figure 2. Temporal behavior of the model with miRNA regulation. For clarity, only five components (Ni, Cm, Lm, Lp and miR) included in the system are displayed. A. Dynamic behavior of the system in the presence of miRNA; B. Dynamic behavior of the system in the absence of miRNA.
Results and discussion

The segmentation clock involving oscillations in the Notch signaling pathway was documented experimentally [3, 10] and considered theoretically on the basis of negative feedback involving the Hairy-related genes [5, 23]. This family of transcription factors negatively regulate their own transcription and in some cases act downstream of Notch (e.g. Lfng). The Notch-dependent negative feedback circuits involves Lfng gene, which acts by inhibiting the Notch pathway [10]. Moreover, the Notch signaling is required for the oscillation of Lfng gene, which appears to play a key role in somitogenesis [14]. As evidenced by experiments, the cyclic Lfng expression is regulated not only at the transcriptional level but also at the post-transcriptional level, which is tightly regulated to ensure proper segmentation clock function [14, 15]. To explore the dynamics of the clock, we focus on the network that combines Notch-Lfng feedback control module, a c-hairy-1 auto-regulation module, and a miRNA-mediated tuner module.

Oscillatory behaviors of the pathway

The dynamics of the nine variables with default parameters are illustrated in Figure 2A. All variables are initially set to zero; the pathway is clearly sustained oscillatory in all variables with a period close to 90 min which is consistent with the rate of somite formation in chick [11]. Notch oscillates in antiphase with NICD, and RISC oscillates in antiphase with miRNA and Lfng mRNA (Figure 2A). Besides, the proteins undergo similar oscillations and follow their mRNA by about 10 min, which is similar to the experimental observation (about 15 min).

To investigate the dynamics of the system in the absence of miRNA, we set $k_{11}=0$. The temporal evolution of the pathway is depicted in Figure 2B. We find that, in the absence of miRNA, the system still keeps the sustained oscillation; this indicates that the oscillations and the stability of the clock system are effectively maintained by the interlocked negative feedback loops. However, the system without miRNA regulation oscillates with a period of about 135 min, which is much longer than that in the miRNA-mediated case. This is supported by the experimental evidence that the c-hairy-1 expression pattern appears oscillatory about 120 min posttransfection with anti-mir-125aMO [15]. It is noted to point out that the amplitudes of some key components such as Lfng mRNA and its protein in the absence of miRNA changes significantly (decrease by about 45% and 41% respectively). This implies that, although loss of mir-125a-5p activity stabilizes the Lfng transcript and prevents its rapid turnover, it also decreases the expression of Lfng. This result is consistent with the finding of Riley and colleagues, who observed very low expression of Lfng in the caudal PSM (below the levels of detection by in situ) after long-term inhibition of mir-125a-5p [15]. This is different from our previous observation that the miR-206 decreased both amplitude and frequency of the mammalian circadian clock oscillation in skeletal muscle [24]. The discrepancy is probably due to the different position of miRNA in the system. Nevertheless, this result is supported by the evidence that blocking interactions between mir-125a-5p and Lfng transcripts in vivo triggers abnormal segmentation and perturbs clock activity [15]. Thus miRNA-mediated regulation of Lfng is essential for proper segmentation during chick somitogenesis.

Figure 3. The heatmap of local sensitivities for the concentration of each component with respect to each parameter.
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Sensitivity analysis

Sensitivity analysis is used to understand how a model’s output depends on variations in parameter values or initial conditions. With sensitivity analysis application to the study of biochemical systems, we can capture which parameters are the most or least crucial ones affecting the whole system [24, 25]. In this study, local sensitivity analysis (LSA) is employed to measure the effects of small changes in the parameters on the output, since it is widely used in modeling and analysis of biological systems, in which the nominal parameter values are estimated using experimental data or computation [24-26].

A sensitivity analysis for all parameters (Figure 3) of the system including miRNA was conducted, where a total of 225 (25 parameter values x 9 non-constant concentrations of species) local sensitivities are calculated and normalized, we find 24 scaled sensitivity absolute values \(|S| \geq 0.75\), which have significant effects on the system. The concentrations of Lfng mRNA and protein are mainly affected by Notch synthesis (k_1) and degradation (d_1), inhibition of Notch cleavage into NICD by Lfng protein (k_9), hill coefficients (m and n). This confirms that the Notch signaling is prerequisite for the oscillation of Lfng gene [14]. In addition, Lfng mRNA concentration is significantly influenced by Lfng protein synthesis (k_1) and degradation (d_1), which is probably attributed to the negative feedback control of Lfng protein in Notch-Lfng feedback control module. Notably, miRNA synthesis rate (k_10) has relatively small negative effect (S=-0.2) on the concentrations of Lfng mRNA and protein. This reflects a fact that mir-125a-5p modulates the system in a relatively weak manner. Combined with our previous study that miR-206-mediated modulates dynamics of circadian clock in skeleton muscle [24], these results suggest that subtle effects of microRNAs on target genes can have broad effects in developmental situations that have critical requirements for tight posttranscriptional regulation.

Effect of parameters on the system dynamics

Several mathematical models, based on experimental observations, for segmentation clock have so far been proposed [7, 16-18]. These deterministic models predict that the genetic regulatory network undergoes sustained oscillations in an appropriate window of parameter values. Outside of this range, the oscillatory

Figure 4. Effect of the variation of parameter k_1 on the evolutions of Lfng mRNA and its protein.
behavior fades out and the system evolves toward a stable steady state; such an evolution is usually accompanied by damped oscillations. To investigate the effect of parameters on the system dynamics, we mainly focus on the parameters \( k_1, d_1, k_9, k_8 \) and \( d_6 \) that exhibit significant effects on the system or species on the basis of LSA.

First, we examine the variation of the dynamics of our system with changes of Notch synthesis rate \( k_1 \). \( k_1 \) is set to 0.375, 0.75, 1.5 (default value) and 3 nM·min\(^{-1}\) respectively, while values of the other parameters are kept fixed. For clarity, only the concentrations of \( Lfng \) mRNA and protein are illustrated in Figure 4. With \( k_1 \) decreases from 1.5 to 0.375 nM·min\(^{-1}\), the sustained oscillations of all molecules vanish and evolve to steady state and such evolution is accompanied by damped oscillations. As \( k_1 \) increases from 1.5 to 3 nM·min\(^{-1}\), both the period and amplitude of oscillation increase compared to the default case. In contrast, increase of \( d_1 \) is accompanied with decrease of both period and amplitude of oscillation (data not shown). This is consistent with the fact that the Notch expression is necessary to maintain the normal segmentation and its (at least in part) deficiency can result in perturbed patterns of cyclic and segmental expression of genes in PSM, and also shows its consequent malformation of segmented structures later in development [27].

Then, we find that only slight variations occur in the amplitude and period of oscillation of Notch and NICD with the moderate change of \( k_9, k_8, \) or \( d_6 \), indicating that the dynamics of Notch and NICD are robust to the variations of \( k_9, k_8, \) or \( d_6 \). For example, when \( k_8 \) increases from 0.3 to 0.9 min\(^{-1}\), the amplitudes and periods of Notch and NICD decrease by about 2% and 2%, and about 9% and 2% respectively. This is supported by a line of evidences that, in the posterior border cells, \( Lfng \) regulates Notch binding to Delta1 and transmitting signals intracellularly and Notch-activated cells, thus generating a sharp interface for Notch activity at the segmenter. However, either appropriate knockdown or overexpression of \( Lfng \) gene does not affect morphological segmentation significantly [28, 29].

**Effect of parameter variation of miRNA**

Previous investigations suggested that the miR-125a-5p targets evolutionarily conserved sequences in the \( Lfng \) 3’-UTR to regulate RNA half-life, ensuring proper clock function [15]. The LSA also demonstrates that the system is sensitive to the variation of the mir-125a-5p production rate \( k_{10} \). Therefore, we investigate how the variations of the kinetic parameter \( k_{10} \) alter the dynamic behavior (period and amplitude) of the clock system.

The range of parameter \( k_{10} \), that produces sustained oscillations is from 0.0 to 1.0 nM·min\(^{-1}\). Out of this range, the system shows a damped oscillation toward a steady state. Thus we set \( k_{10} \) from 0.0 to 0.8 nM·min\(^{-1}\), with all other parameters fixed. The resultant periods and amplitudes of the system are shown in Figure 5. As \( k_{10} \) increases from 0.0 to 0.8 nM·min\(^{-1}\), the periods and amplitudes of oscillation for NICD, \( c\)-hairy-1 mRNA, \( Lfng \) mRNA and its protein ini-
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Figure 6. Single and mean behaviors of a stochastic model are shown in (A) and (B) respectively. Distributions of period and amplitude of Lfng protein oscillations over 20,000 minutes in 100 independent runs are illustrated in (C) and (D), respectively.

Stochastic behavior

Generally speaking, current experimental data provide an average behavior of a population of cells. However, to investigate the behavior of single cells, which is essential to understand the behavior of the whole organism, is still a challenge for current experiments. Theoretically, given a model that represents the behavior of a cell, each individual stochastic simulation run is one possible evolution of the model and therefore it can be treated as the behavior of one single cell.

In this section, we compare the mean behavior of a stochastic model which is determined by averaging over multiple simulation runs with the deterministic behavior which also, implicitly, is a mean behavior. The average stochastic behavior of the system shows a damped oscillation, indicating that the effect of discreteness and stochasticity on the behavior of the system is obviously different from the deterministic behavior which displays a sustained oscillation in the free-running clock (Figure 6B). This dampened oscillation is also observed in the experimental population data of Hes1 mRNA and protein [8, 31] and explains why, after sev-
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Table 2. Impact of $k_{10}$ on noises of period and amplitude of Lfng protein respectively

<table>
<thead>
<tr>
<th>$k_{10}$ (nM·min$^{-1}$)</th>
<th>Period noise ($\eta_p$)</th>
<th>Amplitude noise ($\eta_a$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.138</td>
<td>0.517</td>
</tr>
<tr>
<td>0.2</td>
<td>0.065</td>
<td>0.219</td>
</tr>
<tr>
<td>0.4</td>
<td>0.069</td>
<td>0.251</td>
</tr>
<tr>
<td>0.8</td>
<td>0.091</td>
<td>0.382</td>
</tr>
</tbody>
</table>

Several cycles, the oscillatory expression of Hes1 is not detected by northern or western blot analysis [31]. There may be several reasons for this experimentally observed damping: (1) it is probably attributed to the lack of synchronization in the oscillations in different runs; (2) since a low number of molecule is involved in this system, thus a certain noise (stochastic effects) probably induces the damping oscillation (Figure 6A). This is different from oscillation damping, as described above, which could also be reproduced by a population of deterministic oscillators with different parameters.

In addition, we also calculate the distribution profiles of period and amplitude of oscillations. Figure 6C and 6D show the distributions of the period and amplitude of the system in multiple (100) independent runs (20,000 min for each), respectively. Although the average period of the Lfng protein oscillations in an individual run is sometimes slightly longer than 90 min, the average of multiple runs (e.g. cell population) is always very close to 90 min (Figure 6C). The average amplitude is very close to 15 nM (Figure 6D), which is consistent with the results of deterministic simulation.

**miRNA in oscillator period and amplitude noise**

The segmentation clock is an ensemble of multiple cellular oscillators, located in the unsegmented PSM. The wave-like gene expression patterns generated from the oscillation in the posterior PSM sweep anteriorly and are arrested before all paraxial mesoderm is segmented into somites [3, 10]. It is believed that the morphology (e.g. size) of the resulting segments is affected by the period and amplitude of the clock oscillation [32]. Thus in this section, we set out to probe whether the fluctuations of the period and amplitude (“noise”) of this clock oscillation that may cause physiological heterogeneity in populations of cells are influenced by post-transcriptional modulation.

The results of this investigation are striking (Table 2): When miRNA is absent, $\eta_p$ and $\eta_a$ are 0.138 and 0.517, respectively, while in the presence of miRNA and $k_{10}$=0.2 nM·min$^{-1}$, $\eta_p$ and $\eta_a$ become 0.065 and 0.219 respectively, which decrease by half. When $k_{10}$ increases from 0.2 to 0.4 nM·min$^{-1}$, both $\eta_p$ and $\eta_a$ are slightly changed. When $k_{10}$=0.8 nM·min$^{-1}$, $\eta_p$ and $\eta_a$ increase to 0.091 and 0.382 respectively. These results indicate that miRNA can reduce the fluctuations of period and amplitude of the clock oscillation by a certain degree. Moreover, the efficiency of the reduction of fluctuations can be adjusted by changing the constant $k_{10}$ of the miRNA synthesis.

**Conclusions**

Here, we investigate the dynamic properties of the segmentation clock involving Notch-Lfng feedback control module, a c-hairy-1 autoregulation module, and a miRNA-mediated tuner module. A sustained periodic oscillation occurs in the segmentation clock system when the series of parameters are set with biologically reasonable values. By deterministic simulation, we find that the mechanism of clock oscillations relies on the interlock of Notch-Lfng feedback control module and a c-hairy-1 autoregulation module. While miRNA synthesis in the regulation of the clock system does not only change the amplitude but also alters the frequency of the oscillations, which explains how the miRNA-mediated regulation of Lfng is essential for proper segmentation during chick somitogenesis. We compare the effect of the various parameters and show that both the occurrence and the period of the oscillations are generally most sensitive to parameters related to synthesis or degradation of Notch protein. We also investigate the noise-induced behavior in the chick segmentation clock. By stochastic simulation, the analysis of individual simulation runs, representing the behavior of individual independent cells, help us to explain the experimentally observed dampening of oscillations. Moreover, the fluctuations of period and amplitude of the clock oscillation can be reduced by post-transcriptional regulation.
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